




INPUT
Also predictors, independent variables, features

OUTPUT
Also response, dependent variable

FUNCTIONAL FORM
The conceptual relation between input and output



OUTPUT INPUT

Retention time Analyte: logP, pKa, polarizability, …
System: solvent, pH, gradient speed, column, …

Kaolinite content in paper Full IR spectrum

Response of the compound in MS Analyte: logP, pKa, polarizability, …
System: solvent, pH, buffer type, …

pH of water/organic mixture Water phase pH, organic solvent, solvent ratio, buffer 
type, …

Water content in building materials NIR spectrum

Solubility Analyte properties
Solvent properties

Collision cross-section (ion mobility) #C, #H, volume, area, …





Suppose that we observe a quantitative response Y and p different predictors, X1, X2,  …, Xp.

We assume that there is some relationship between Y and X = (X1,X2, . . .,Xp), which can be written in 
the very general form:

Y = f (X) + ε.

f represents the systematic information that X provide about Y.



We can either aim at
• Making predictions about the future state
or
• Understanding the processes better



Which predictors are associated with the response?
What is the relationship between the response and each predictor?

Simpler models are simpler to interpret

EXAMPLES

• Optimizing reaction yield
• Assessing quality of a product based on several parameters
• Design a drug



Y = f(X),

We can use complicated models and should first and foremost care about prediction accuracy

EXAMPLES

• Choosing the most potent drug out of candidates
• Predict retention time as conformation point in non-targeted screening
• Estimate the concentration of the compounds detected with LC/ESI/HRMS without standards
• Evaluate the fibre content of a textile



1. Is at least one of the predictors X1, X2, …, Xp useful in predicting the response?

2. Do all the predictors help to explain Y, or is only a subset of the predictors useful?

3. How well does the model fit the data?

4. Given a set of predictor values, what response value should we predict, and how accurate is our 
prediction?



Decide on the functional form

Fit/train the model

Evaluate the accuracy of the 
model

Best model with current 
functional form

Compare models with different 
functional forms 





Parametric – model based approach
Disadvantage
• will usually not match the true unknown form of f
Advantage
• Easy to interpret
Flexible models
Advantage
• can fit many different possible functional forms for f
Disadvantage
• complex models can lead to overfitting



Do not make explicit assumptions about the functional form of f

More flexible if:
• More input parameters
• More complicated model type

Disadvantage:
• number of observations required
• are hard/impossible to interpret



A developed model:
• has high prediction accuracy on data used for developing the model
• has poor prediction accuracy for data not “seen” by the model









In case of MLR

E.g. In case of predicting retention time for LC

tR = a • logP + b • pKa



ε random error term catches all that we miss with the model
• The true relationship is probably not linear
• Missing input variables associated with output
• Measurement error

The total model prediction error consists of: 

Irreducible error provides an upper bound to the method accuracy. And it is unknown.



You and your model do not know what is the proportion or size of the reducible and irreducible 
error.
Try to keep irreducible error as low as possible.
E.g. find the best data.

BUT keep the data collection conditions close to the intended use.



Some variables are categorical
• Solvent (MeOH, MeCN, …)
• Buffer type
• Column

Model can not accommodate with it.



Usually we train a number of models in parallel

Along the road we might figure out that additional input parameters are required

We need to estimate the parameters β0, β1, …, βp

Ordinary least squares is commonly used



What is the suitable model?
• No one model fits all solutions
• Keep as simple as possible

Are the input parameters sufficiently descriptive of the output parameter?
• Do we need to add anything?
• Are all of the input parameters required?

Parameters
• RMSE residual standard error
• R2

• F-statistic
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This is not a calibration graph! R2 values can be much lower.
In certain applications 0.5 or lower may still be useful!



Explained vs unexplained variation

Less complicated vs more complicated model



1. Test all possible combinations

2. Forward selection

3. Backward selection

4. Mixed selection



1. All one parameter models, p models

2. All 2 parameter models, p • (p-1) models

3. ….

4. One model with all parameters

Altogether 2p models

p = 30 this is 1 073 741 824 models

Computationally expensive and time-consuming!



Start with model containing no 
parameters

Add the parameter that 
contributes most to explaining 

the output

Compare to the previous model

Finish with the previous model

The model has 
not improved

The model 
has 

improved



Advantages:
• Can be used if p > n
• Fast

Disadvantage:
• The model may be stuck with the parameters inserted early on



Start with model containing all 
parameters

Remove the parameter that 
contributes least to explaining 

the output

Compare to the previous model

Finish with the previous model

The model is 
performing 

worse

The model is 
not 

performing 
worse



Advantages:
• Fast

Disadvantage:
• Can not be used if p > n



Start with model containing no
parameters

Add the parameter that contributes most 
to explaining the output

Finish with the previous model

The model is 
not performing

better

The model is 
performing 

better

Compare to the previous model

Remove parameters that are not relevant
to explaining the output (p value)









1. Cross-validation

• Based on the data you have at hand while developing the model

2. External validation
• Based on independent set of data (within application scope)
• Especially important in chemistry





Dataset

Training set Test set

Train the model

Find the sweet spot

Use the model

Change model: 1. 
form 

2. parameters

Evaluate the performance
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Dataset

Training set Test set

Train the model

Find the sweet spot

Use the model

Change model: 1. 
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Dataset

Set 1 Set 2

Train the model

Find the sweet spot

Use the model

Change model: 1. 
form 

2. parameters

ResetEvaluate the performance

Set k…



Dataset

Set 1 Set 2

Train the model

Find the sweet spot

Use the model

Change model: 1. 
form 

2. parameters

ResetEvaluate the performance

Set k…



Random splitting only works if you have homogenous data
Heterogenous data
• Data from several labs
• Several compounds measured under different conditions
• Time split data



Best possible data

Train the model

Validate the model

Use the model

Improve



….Interpretation
• It is very important not to trust models blindly
• …and to understand if models represent the real chemistry
• …and to learn from the models to make new chemistry


