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Active learning workflow

Collect training dataset

Train a model Predict properties

Obtain new data
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Enlarge the dataset

Train a model Predict properties

Obtain new data
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Enlarge the dataset



Data properties
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Data properties
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Cluster properties
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Sparse clusters

Dense clusters



Cluster and uncertainty

Cluster density

Dense clusters

Density ≤ Mean(Density)

Reducing the density threshold after each iteration 
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InformativeRepresentative

Sparse clusters

Density > Mean(Density)



Proposed active learning strategy

Suspect list
Cluster the compounds

Dense clusters

Sparse clusters Informative compounds

Representative compounds

Clusters

Reducing the density threshold after each iteration 
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Case study
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Ionization efficiency prediction model

Obtain 15 new compounds in each iteration

Implement 8 iterations

100 known compounds, 400 new suspect compounds



Chemical space
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Chemical space



Performance evaluation
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Performance evaluation
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Performance evaluation
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Performance evaluation
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Performance evaluation
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Conclusions & Future works
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Thanks for listening.
Let’s make our ML models powerful 
by exploring new chemical space!
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